Chapter one
“Random Variables”
1- Th concept of Random variables 43 plial) D) yuaial) o seda
Definitions:

Given a random experiment with sample space §, A random variable (r.v.)
X is a function which assigns to each element w € § areal number X(w) in the
setE .

Ex) a_Suppose that an experiment consists of tossing two fair coins :

SolL) S ={HH,HT,TH,TT} random experiment

C(H) selh e i c X
Random variables | X=0,1,2
(T) _Lseb @l pwae Bid 1Y
Y=0,1,2
Pe=» X Values
1 -
P(X=0)=Z HH - 2
PX=1=3 — EP(szi)zl HT - 1
TH - 1
P(x:z)zi B -
TT - 0

b _ Suppose that an experiment consists of tossing three fair coins :-

e

%sL/
S = { HUW, HHLHT\'\,THH,T‘T\\IT\\TIHTTlTTT}
? " ; -
X = SR FERR SR | \\'\) ‘b,).,oj\/)_r)ﬁ:‘_:_,)’,)*‘_ !“‘: X
PlX=2) = /8 g G I,
Plx=1) = 3/8 WY
t,’(x) ~ - I saarecanae 5 ik
PLX=3) = Vg R S
o WY



c _ Suppose that an experiment consists of tossing a pair of unbiased dice, X be
arandom variable indicating the sum of the two faces :-
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2— Distribution Function (D.F.) o5l Al
Definitions:

If X isarandom variable (r.v.) defined on the sample space S, the cumulative
distribution function (c. d. f.) or cumulative probability function (c. p. f.) of a
discrete random variable , denoted by F(x) & is defined by :-

F(x) = P(X < x) forany real number
= X P(x)

Properties :

The distribution function F (x) has following properties :-

1 F(o)= limF(x)=1
e } 0<F(x)<1
2_F(—o0) = xl_i)r_nooF(x) =0

3 F(x1) <F(xy) ; if x4 < xy | 9 LYY

4 Pla<x<b)= F(b)— F(a) forall a<b

P(x>b)=1- F(b) a s
i A —_—
Foagmy >
Pu\sg)"’

PXSa) ~ PUXga)

Tom - T eay

Ex)
, x=1,2,3

X
P(x) = {E
0 , other wise
Find :
1_Probability mass function

2_ cumulative probability function



Sol) 1-

x |1 2 oy —
PX=x) |1/6 2/6 3/6 ZP(X x) =1

P(x;)
36 |

2/6

1/6

2. FX)=PX<x)

FO)=P(X<0)=P(X=0)=0
F1)=PX<1)=PX=0+PX=1) =-
FQ)=P(X<2)=PX=0+PX=1) + p(x=2)=§+§=§
FR3=PX<3)=PX=0+PX=1) + P(X=2)+P(X =3)

_1,2.3_6_4
6 6 6 6

(0 x<1
R ,
P =x<2 )
o)
“F(X) =48 FX) ,
g 2<x<3 36 |
1 x=>3 P(X =3)

206 -

P(X =2)

1/6 - : !
CP(X=1)

v




Adae el ol P(X)  Adlaal) AL Al alag) oo sthaall o ad 4S5l AN 35 Alla
Y sl s Jaul1 Y e e k)

_P(0<x<1)

P(X=1)=F(b)—F(a)=%—0=% P(a<x <b)

_P(1l<x<2)
3 1 2
PX=2)= F@)- F() =2 - ===

_P2<x<3)
3 3
P(X=3)=1:(3)—F(2)=1—g=g

Ex) Two fair dice are thrown once , let X denoted the maximum of the two
number shown by two dice , then the P.m.f£ of X is given by :-

x ‘1 2 3 4 5 6 ‘
P(X = x) ‘1/36 3/36 5/36 7/36 9/36  11/36 ‘

SoL)
F(x)=PX<x)=PX=?)
F(O)=PX<0)=PX=0)=0

F(1)=P(XS1)=P(X=1)=%

F(2)=P(X£2)=P(X=1)+P(X=2)=%+33—6=%

1 3 5 9
F(3)=P(X<3)=P(X = = =3) = —
3) (X <3) X=1D)4+PX=2)+PX=3) 36+36+36 36

F(4)=P(Xs4)=P(X=1)+P(X=2)+P(X=3)+P(X=4)=£
F(5)=P(XS5)=P(X:1)+P(X:2)+P(X:3)+P(X:4)+P(X:5):%
F(6)=P(XS6)=P(X=1)+P(X=2)+P(X=3)+P(X=4)+P(X:5)+p()(:6)2221

F(7)=1 ,F(8)=1
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Ex) A box contains 6 red and 4 whit balls. Two balls are drawn at random , Let
Y denote the number or red balls that can be drawn . Then Y must assume one
of the value 0, 1 and 2 with respective probability 2/15,8/15 and 5/15,
Therefore, the ( P. m. f.) of Y is given by :-
y ‘ 0 1 2 ‘
P(Y =y) ‘ 2/15 8/15  5/15 ‘

> P = )= P=0)+ P(¥=1)+P¥=2) =+ 4> =22_4
BRGA - “Y 13715715 15

The distribution function ( c.p.f. ) or ( D.F.)

F(y)=P({Y <y)
_F(0)=P(Y <0)

F(0)=P(Y<0) = P(Y=0)=i

15
F)=P(Y<1)= P(Y =0) + P(Y—l)—%+%=%
10 5 15
F@=P(r<2)= P =0)+PY=1+PY=2)=rc+z=1=
F3)=P(r<3)=1
<)
O X(‘o f?\
Vo T
E_ Ys °$X &\ j .
ko, s Sl
Y5 et .
1 y = Stk 2
-.>/'L o _‘: B e s >
‘ z
QB F(y) Al igidie P(y) Wl il
Pla<y<b)= F(b)— F(a)
P(y = b)
10 2 8
PO<ysD=F)-FO) =z-=1

Py=1)



10 5
< = — = —_——_— = —
P(l<y<2)=F(2)- FQ1) =1 TR

Py =2)

Ex) Three balls are chosen at random out of (5) numbered ball from 2 to 6, Let

X be the sum of the three balls . Construct P.m.f. of X and F(x).
Sol)
2,3,4,5,6 ~ n=5, r=3

n! 5!
= =1
M=) 31z~ 0 way

S ={234,235,236,245,246,256,345,346,356,456 }
Sum= 9 10 11 11 12 13 12 13 14 15
x ‘9 10 11 12 13 14

cr =

15 ‘

P(X = x) ‘1/10 1/10 2/10 2/10 2/10 1/10

ZP()_1+1+2+2+2+1+1_10_1
X T10710710 710 10 710 10 10

F(x)=P(X <x)

g 0 K <9

\/so 9\< XKl‘D

j (X)) = T Yo L X <y
L{

6/“’ WL X<

8/” \2 S X< \3

/10 13 KX <y

Y10 Yy % Cis

\ B AL

1/10 ‘



Ex)Let X be arandom variable (r.v.) with the following distribution . Find the
cumulative distribution function(C.D.F.) of X and draw the diagram .

(2 x=-2
4
- x=1
8
P(X) = 9 l x =2
2
- x=4
8
\0 other wise
Sol)

F(x)=P(X <x)
“Fx=-3)=P(X<-3)=P(X=-3)=0

Fx=-2)=P(X<-2) = P(X:—Z):%

Fx=1)=PX<1)= P(X=-2)+ P(X=1)=%+%=§
Fx=2)=P(X<2)= PX=-2)+ PX=1)+ P(X=2)=§+%=g
Fx=4)=P(X<4)=PX=-2)+ PX=1+ PX=2)+ P(X=4)=g+%=§=1
F(x=5=P(X<5=F(x=4)+PX=5=1+0=1
“.d-

© X< -2

Yy -2&X <
F:xx 3/ VWY QL

#p S LLXL Y

L1 ¢

Ex) A bowl contains three red chips and five blue chips . two chips are drawn
at random from the bowl . Let X denote the number of red chips in sample.
Find :-

1_The (p.m.f.) of X and draw corresponding graph .
2_The (c.p.f) or (c.d.f.)of X and draw it

3



Sol)

1- the number of red chips in the sample of size

X=0,1,2
S=Cf= - = 28 ways
cdcs 10 c3cy 15
P(X=0)= oczsz=£ ’p(X=1)=%=£
px=z)= 2 _3 P(x),
c8 28 05 |
x ‘o 1 2 ‘ 03 -
P(X =x) ‘10/28 15/28 3/28 ‘ 01 T
o

2-The (c.p.f.) or (c.d.f.)of X
F(x)=PX <x)

v

~F0)=PX<0)=PX=0) =£
_ by < 1) — _ _y 0 25
F)=PA<sD=PX=0+PX=1) =g+-0=c0
25 3 28
F)=PX<2)=PX =0+ PX =1+ PX=2) =2+-2=-2=1
)
© X< o
|
b s A< '.
s 0, -
¥he <2 ? evotsd
\ 2 X D et
~— : :
} ]




Ex) Ar.v. X has the following p.m.f.

x ‘ -2 1 0 1 2 3
P(X =x) ‘ K 2K 3K 5K 7K 2K
Find :

1- The value of K.

2- P(X<1), P(X=0), P(-1<X<2)
Sol)

1- 21-3=_2P(xi)=1
>K+2K+3K+5K+7K+2K=1

1
20K=1 K=—
2- a- PX<1) = P(X=0)+P(X =—1)+P(X = —2)
_3 2 1 _ s
" 20 20 20 20
b- P(X=>0)=PX=0+PX=1D+PX=2)+PX=3)
_3 + 5 _|_l_|_i: 17
20 20 20 20 20

c- P(-1<X<2)=PX=-1)+PX=0+PX=1)
"% @ Tw = mw
Note :-
(PX<a)=1-PX>a) ; PX>a)=PX<a)=1)
{PX=0)=1—- PX<0) }



Ex) letthe (P.m.f.) of ther.v. X is given by :

1
P(x)={§ ; x=0,1,2
0 ; other wise

1- Find (c.p.f.) or (c.d.f.) or (D.F.) or F(X) and draw it :
2-Find P(X>0); PX<1);PX<0);P(X|<1); P(X|+1<2);P(X>1)
Sol) 1- F(X) = P(X < x)

F(0) = P(X < 0)

F(0)=P(X<0)= P(X=0):%

F)=PX<1)=PX=0+PX=1=-+

(SRR
Wl
Il
|

F2)=P(X<2)=P(X=0)+ p(x=1)+P(X=z)=§+§+§= 1

(0 X<0
= 0<Xx<1
oo F(X) = ;
F 1<X<2
1 2<X
2-i-P(X>0)= PX=1)+P(X=2) =+ =1
ﬁ-HXSl)zP@&ﬂJ+P@:m):§+§:§

nLPQSO)zpa:m)zg

iv-P(IX|<1) =P(-1<X<1)= POSX<1)= P(X=0) =+
or P(F1<X<0)+ POSX<1) = P(X=0)=1

v-P(X|+1<2)= P(IX|< 1) =P(-1<X<1)=

vi- P(X>1)= P(X=2) =+



3- Probability Density Function (p.d.f.) 4dlaia¥) aatsl) aliy
Definition :

The probability density function of continuous r.v. X is a function (f ) which
the probability that the area under the curve of this function corresponding to
any interval is equal to the probability that X will have a value in this interval .
Then f(X) is called the probability density function (p.d.f.) .

Properties :
1-f(X) =20 ; 0<f(X)<1
2- 7 f0dx =1
3- For any interval [a,b]
Pla<x<b)= [ f(x)dx=F(b)-F(a)
F(X)=[" f(dt or F¥)= [’ f(Ddt

PX<y)=PX<y)= [7 f(x)dx

Notes:
1-Pa<x<bh)=Pla<x<bh)=Pla<x<b)= Pla<x<b)= ] f(x)dx
2-P(X = a) = zero saa) g 4dadi die iaiall dalue aa g Y 4y
3- PX<a)=P(X<a)= [° f(x)dx
4- PX>a)=P(X =a)= [ f(x)dx
5-P(X>a)=1—-PX <a)

PX<a)=1-P(X =a)

PX<a)=1-PX >a)

il ol /5 aisall puiall Alls 8 addiind dusdlal) daaSUl



Ex)Letther.v. X have the (p.d.f)

N
Find : P(%<x<%) &P(—%<x<%)
Sol)
1 3 - 2 X2 2 3\2 /1\* 9 1 5
LP(z<x<3)= fifmdx=ffa=251i=(;) () =5-1=%
2 2 2

Or Pla<x<b)=F()—F(a)
1 1 1 1
2-P(—E<X<E)= P(—5<x<0)+P(0<x<E)
el I poali Gl il o2 g A a8 _% s 0<x <1 o bidl) oS & aill o
0 1 0 1
f_%f(x)dx + J2f(x)dx - f_%Zx dx + [2 2x dx

- -0

3- (p.df) oo WG da

O N[

2
0+ 2|

2
4- P(X<03)=P(X < 03) = [~ 2xdx _2"7| = (0.3)2 = 0.09

—>P(X>03)—f032xdx—2 1-(0.3)?2 =1- 0.09=0.91

|03

Or 1— P(X <0.3)

4- Distribution Function
Definition :

The distribution function of continuous random variable is denoted by F (X)
and is defined by :

FX)=P(X <x)= ["_f(t)dt



Properties

1 F(o0) = 311_r>£10F(x) =1

2_F(—o0) = xl_i)r_nooF(x) =0

3_F(x)) <F(xz) ; if 1< x,

4 Pla<x<b)= F(b)— F(a)
P(x>b)=1— F(b)

Ex) Gl Jhdl e

2
2 10

5-FX)=PX <x)= ["_f(Odt= [ 2tdt=2

~ F(X) = x?
rex @)= ioie

Ex) (HW.) bl as Giladl Qi 50
1 1
1-P (X <3)= [z2xdx
2-P(X>03) = [ 2xdx
3-P(IXI <) =P(-1<X<1)= [’ 2xdx+ [ 2xdx

4-P(02<X<03)= [~ 2xdx or F(0.3)—F(0.2)
5-P(-1 <X <0.3)
6-P(0.4 < X <3)

7-P(X = 0.5)
0 X<0
~FX)=1{x? 0<Xx<1
1 X>1

i Agdlaialy) AU Als alag) o glhaall g (a8l AlY) F(X)  Jaid Jigadl 3 aga s s b : ddasdle
(p.d.f) le Jsasll ANl slad)



F(X)= (%) =2x = f(x)
L) = 2

ax
Ex) Suppose that X is a continuous r.v. whose probability density function
(p.d.f.) is given by :

FOX) = {c(4x0— 2x%) O;M)}(. <2

Find :

1- What is the value of the constant c ?
2- Find the probability that X > 17?

3- Find the probability that X > 07?

4- The distribution function F(X)?
Sol)

1- fjooof(x)dx =1- foz c(4x —2x*) dx =1

—>c[f024xdx— fOZZx2 dx]=1

o[- ] =1
Sc|l@-0-F-0)]=1-c[]=1-50c=

~p.d.f.

| w

- ¢ Adlaial A8GK A0 Ll e ST Cang

—>f212—x—6—x2 dx ﬁﬁfzxdx—éfzxzdx

0 8 8 s Jo 8 Jo

12 ( x% 5 6 x3 5 12 (4 6 (8 . TR,
S5 (Fh-58) =56) -5 () =3-2=1 e
2-P(X>1) = fff(x)dx—f1 %xd — 12—x2dx—



or 1-F(1)=-
3-P(X >0) = fozf(x)dx =%f02x dx — gfoz x%dx =1
4-P(-1<x<1)=P(-1<x<0)+P(0<x<1)
=0+ folf(x)dx =%
Oor F(1)—F(0) = %
5- Distribution Function or F(X).

F(X)=PX <x)= [ f(t)dt =%f0xtdt —g [ t2de

12 t? , 6 t3 12 (x? 6 (x3 6x%2 2x3
CFX) === ——==5)==(=)—2(=)= ———
8 \ 2 8 3 8 \2 8 \3 8 8

0 X<0
2 3
“F(X) = 67"—27" 0<X<2
1 X>2
X ‘0 1 2 ‘
F(X) ‘0 Y 1 ‘

Ex) let the random variable X have the probability density function .
2
x) = [cx -1<X<1
fe0 {0 0.w.
1- Determine the value of the constant ¢ and F(X)

2-FindP(0<X<1), PO<X<3) ,P(X=§) 'P(—1<X<%)

Sol)
1- f_llf(x)dx= 1 = cf_llxzdx=1 =/~c(x?3|11=1=>c[§+§]=1

=>c[§]=1 =>c=%

L PO = {%xz ~1<x<1
0 0.W.

And



FO)=PX<x)= [ f@dt= [ 2ede=2(L %, =

—17
~(*+1)
0 X< -1
S FX) = {-(%+1) —1<x<1
1 X=>1

2-i-PO<X <1 = [} fG)dx =3[ x2dx =3 (&

or F(b)—F(@)=F1)—F(0)=1->==

2

=2
07 >

i-P(0<X<3)= PO<X<D+PA<X<3)=-+0="

iii- P (X = %) =zero or F G) —F G) = zero

1 1
iv-P (—1 <X< %)= J2, f)dx = Sffl x%dx = %

Or F(b)—F(a)=F(3)-F(-1) ==

9
16

Ex) Consider the distribution function

0 X=0
F(X)={X 0<X<1
1 X=1

Find:PG<X<%) ; P(—1 <X<§)

Sol)

6F(X)=f(x)_{0 for x<0 and x>1

0X 1 for 0<x<1

1 3 - > 3 1 _ 2
- - —-) = 4 = 4 - . ===
1P( <X<4) fildx x|% it

1 3 1
S PR A VY
P

2412

3 3

) :
_D°

3 3 )



i-P(-1<x<3)= P(-1<X <0+ P(0<x<3)

1

E 2 _ 1 1
=0+ [plde=x[f=5;-0=7

2

Or FG)— F(0)=%



Ex) Suppose the continuous distribution function is

1—e™* 0<X
F(X)={0 ’ 0;/

By using (p.d.f.); find: 1-P(1<X<3) 2-PX>4) 3-P(X<2)
Sol)

OF(X) _ _(e* 0<X
oX _f(x)_{O 0.W.

1- PA<X<3)= [ e¥dr=—e*|}= —e3+ e
2-P(X>4) = f:o e ¥dx=—e ™| =—-e®+et* =0+ e*

-X |2

3-P(X<2)=f2 e Xdx=—e*|2,= —e?+e® = —¢

Ex) If the r.v. X has the following p.d.f.

Flx) = {k(X0+ 1) -1 <0.XW.< 1

Find : 1- The constant k.
2- The distribution function (F (X)) .
Sol)

1- [T f)de=1- [Lk(X+Ddx=1
k(S +a) - k(G+1) - (G-1)] =1
—>k[§+1—%+1]=1 - kx2=1 —>k=%

._.f(x)z{%(x+1) —1<Xx<1
0.W.

2-F(X) = [* f(®O dt = f_"é(t+1) dt = %(§+t)|’_‘1

- (5 +0)-G-1) -3+



0 X<-1

1 (x? 1
W F(X) = E(7+x+5) —1<x<1
1 1<X
Notes:
Z:Z = Unknown quantity ; Zi;o = zero ; ZZO = zero ; é = zero;
2 _ Unk L unk

= tity ; = tit
o nknown quantity o nknown quantity
e =—=—=2zer0 ; e’ =o; e =1

e
[1+P+P*+P34-]= L
1-P
[P+P2+P3+ P*+.]= L
1-P

T2 23 I
1+F+Z +§ + - | = Zg—e
Ex) let the random variable X have the probability density function .

cxe X 0<X
x) = {
f(x) 0 0.W.

Find the constant c ?

Sol)

fjooof(x)dx=1 - fooocxe_le _>Cf0°°xe—x=1

letu=x > du=dx ; dv=e*dx - v=—e*
judv=uv|i°oo— fvdu = c[—xe‘x|8°—f—e‘xdx]=1
—oo —00 0

c[-xe ™| —e*[§]=1 > c[—(0e™® —0e %) — (e —e )] =1

- ¢c[-(0-0)—-(0-1)]=1 - c=1



Ex) let the random variable X have the probability density function .

(e 0<X
f) = { 0 0.W.
Find the constant c ?
Sol)

[2f@di=1 - [FeFdx=1 - —te¥|p =1

N _%[e—coo_e—co]=1 _>_%(0_1)=1 _>%(0+1)=1_>C=1

— 0<X
0.W.

@ f(x) = {S
+ dagall L giall g dualy 1) oyl gl mmy **

nn+1)

1-2?:1xi:1+2+3+~-+n: .

2N xP = 124 22 4 32 4 o2 = 2D

3-Y1 xP=13423433+ .+ n2= n?(n+1)>*
1= 1

4- En 1x4 = 14‘ + 24‘ + 34 4ot n4 — n(n+1)(2n+1)(3n2+3n_1)
1= 1

30
5- Y A_x—)‘_0+a_1+z_3+...z A sLU Alla s
X=0 1 o1 11 3 =€ b '
00 Js¥)aal) 1 S e .5 o % -
6-Txmo At = XA+ 4= e = 1 el e R Al
1_/1n+1
7-Yi=o A= 2+ B+ 224+ A= ——
Ex) Let the r.v. X has the following (p.m.f.)
x | 0 1 2 3 4 5 6 7
PX=x)| 0 k 2k 2k 3k k® 2k2 Tk'+k|
Find the constant k ?
Sol)



"o PX=x)=0+k+2k+2k+3k+k*+2k*+7k*+k=1
59k +10k2=1 > 10k?+9% —1=0 - (10k—D(k+1) =0
10k—1=0 - k=—
10

or k+1=0 k= -1
ko=0.1 ol ) dagal 3l el g 2dle dad () 5S5 o) oSaall e (gad Jlainl G 8 o il dad () Lag

EX// pLx);.%%_
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Chapter two
“Some Discrete Distribution”
2.1- Uniform Distribution : alaiiall a5l

Suppose that ar.v. X takes on a finite set of real number [ a, a+1,a+2,a+3
, ... ,nta-1 =b ] and have the probability mass function ( p.m.f.) as given bellows :

1
P(X) = {; ; X=123,..,n
0 0.w.
Discrete uniform distribution x ~Ud(n)
n : it is a parameter of distribution : I
.9 -y

ol

T

Discrete Uniform Distribution also has satisfied the properties of the (p.m.f.) :

Zg=aP(X) = Z£=a %: 1

Where Y2_, %: %4_ %4. %+...+ 1_ %:1

n

Ex) A dice is throw once , define a random variable X is the number shown by the
dice . Find the probability mass function of X . In this case the r.v. X takes the
values 1,2,3,4,5, & 6 ; and the corresponding probability function of X will
be given as :

1
P(X) = {g ! X = 1;2;3,4‘,5,6
0 0.w.

Which is clearly that 0 < P(x) <1 and }?_, P(x) = 1 ; therefore

P(X)isap.m.f of X . g

L




2.2- Bernoulli Distribution :

3

Suppose that a trial whose outcome can be classified as either a “success” or as *
failure” is performed . Let X b ar.v. taking value (1) if the outcome is success and
(0) if 1t 1s failure , then X is said to be a Bernoulli r.v.

P*¥(1 - P)1* o X=01
P(X):{ (0 : 0.wW

P(X=0)= P%'%=q Jd
PX=1)= Plgt"t =P Tl
Discrete Bernoulli distribution ~ x ~ Ber(P)

P : it is a parameter of distribution PLX)

2; |
| S

A

1
2

Ex) tossing the coins, S ={H, T}, ~ P(X) =

P(X) = P*q'™*
PX=0)=(1/2)°1/2)°=1/2
PX=1)=1/2)@q/2)*t=1/2

Ex) An urn contains 10 red and 20 white balls , Draw five balls at random from the urn , one at a
time and with replacement , let the draw of red ball be considered success , and the trails are
independent .

10
Sol) P(X=1)=“ /630 === (T\a) 1 en CSH gaal ) sela Jlial
1

X 1—x . —_
0 0.W.

P(X =0)=(1/3)°2/3)'°=2/3
P(X=1)=(1/3)2/3)*"*=1/3

Zalczo P(X) =

winN

+-=1 ~ P.m.f.



Ex) A fair dice is tossed one . call the outcome a success if a six is rolled , and all

the other outcomes being considered failures .

This mean that we have a Bernoulli trial with probability :

1

PX)=2 ; s$={1,2,3,4,5,6)}

6

Sol)
P(X) = P*q'™

P(X =x) = (1/6)*(5/6)'"

P(X=0)=(1/6)°(5/6)'""=5/6

P(X=1)=(1/6)1(5/6)* "1 =1/6

Tl PX)=Z+-=1 ~itisaP.m.f.
Bernoulli
A
( \
g S FooJa

SFFSFFSSFS
PqqPqqPPqP

Binomial ¢paall AU a5 aasion g (3e e S)) zladll @ glae 230 Sl X

P(X=x)= Cp P*q"*

, X=01,2,3,..,n C\;ﬂ\&‘j}mqq‘;



2.3- Binomial Distribution : Cpaadl AU 2y ) g8

Consider an experiment consisting of independent trials, each individual trial
results in a success and failure with probability (P) and (1-P) respectively .

If the r.v. X represent he number of observed successes in the (n) trials , then X
is Binomial random variable with the (p.m.f.) as given below .

Ch pXgh* ;0 X=01,2,..,n
P(X) = { g 0 ! 0.wW

And
Yx=oP(X) =1 = Yo oG P*q" = (P+q)" =1
Guaadl (S 4 ks
Discrete Binomial distribution x ~ b(n, P)
n, P : are the parameters of distribution

Ex) A family has 4 children, assume that the birth of each sex is equally likely. Let
X denote the number of boys in family. Find the p.m.f. of X .

Sol)
WMmmP@)=P@)=%= Pand 1-P=q , n=4
x~b(4,7) and P(X)= C} P*q"*; X =0,1,2,3,4
1 1.4 1
=0 QY = GO
The p.m.f. of X is given by:

x ‘ 0 1 2 3 4 ‘
PX=x) ‘1/16 4/16 6/16 4/16 1/16‘

P(X=x)=1—16+%+i+i+i=%= 1 is p.m.f.

16 16 16 1
Pix)
Yi 1

WT |
WL
S b .




- Find the probability that the family will have at least two boys .

6 4 1 11
> = — = = == PTA 12 12
PX22)=PX=2)+P(X=3)+PX=4)==+-+1-=1¢

p o X<a
Vi¢ Qs X )
Y:’U 544 A X &7
] " LA
'S 38Xy
| : 4\CX

Ex) A machine produces a certain item with 0.05 defectives. random sample of 6
items is selected from the output of this machine. Let X the number of defectives
in the sample. Find the probability mass function of X .

SOD X=0,1,2,3,4,5,6 duxall o) Al Chlas M) dae Jidi :X
n==o6 Ll aaa
P =10.05 el Ao

q=1-P=1-0.05 = <l &
P(X=x)= CI! P*q"* = C¢ (0.05)*(0.95)°*, X =1,23,..,6
The p.m.f. of X is given by:

x ‘ 0 1 2 3 4 5 6 ‘

P(X) ‘(0.95)6 6(0.05)1(0.95)5 .. . (0.05)¢

What is the probability that there will be 3 defective items in the sample?
P(X =3) = €% (0.05)3(0.95)°3

O DS Ased Cuns c6lian 20 561 e 1035 30 (Ao (s sian (8 5aua lnal IS 6l 2 a5 /b
eyl 5l G iy X ) e 13) Al Y1 ALK A0S a3 s (8 (3 saial



Ex) Three coins are tossed once. Let the r.v. X denoted the number of heads
appears. Find the probability.

Sol)

S={HHH,HHT,HTH,THH,HTT,THT,TTH,TTT}
3 2 1 0

X=OI1J2J3 EJ}‘A‘J}G‘LU—’\)‘JJ‘;
p.m.f. is given by:

n X AN—X . —
P(X) — {Cx P q ) X = 0;1)2;3

0 0.W.

x ‘ 0 1 2 3 ‘

P(X) ‘ 1/8 3/8 3/8 1/8 ‘

* What is the probability that two head appear.

P(X=2)=C} DG %=1

* What is the probability that at least one head appears.
PX21)=1-PX<1)=1-PX=0)=1--=1
* What is the probability that at most two head appears.

P(XSZ):P(X:2)+P(X:1)+P(X:0)=§+§+%:—

Ex) Team A has probability 2/3 of wining when ever it plays, if A plays 4 games;
Find the probability function that wins:

1) exactly 2 games .
i1) at least one game .

i11) more than half of the game .



C} P*q™™* ;0 X=01,234
0 0.W.

P(x) = { ; X~b(4,%)

DP(X=2)=C} Q=7

i)P(X>1)=1-PX<1)=1-PX=0)=1-C (3)0(1)4_():%

iii)P(X>2)=P(X=3)+P(X=4)=Z—f

Ex) A study has shown that in Baghdad university 70 % of all staff own two
television sets, find the probability that among 8 of each staff:-

a) 2 will have 2 Tv. Sets .

b) at least 6 will have 2 Tv. Sets .

c) at most 2 will have 2 Tv. Sets .

So) P=070 ; q=030 ; n=8 ; X~b(8,0.70)

ch pxgh—* ;0 X=01,23,..,8
P(X) = { i 0 ! o.w

a) P(X =2) = C2 (0.7)2(0.3)82 = 0.01
b)P(X=6)=P(X=6)+P(X=7)+P(X =8)=05517

OPX<2)=P(X=2)+P(X=1)+P(X=0)=0.0113



2.4- Poisson Distribution:

The Poisson distribution appears in many natural and physical phenomena suck
as:

1 - The number of misprints per page in large text.

2- The number of accidents per unit of time {hour, day, week or month} on a

highway. i) Cilaeaal) daia i

: : v : .
3- The number of a — particles emitted by a radioactive substance per unit of time.
4- The number of telephone calls per unit of time received at some switchboard.

5- The number of customers entering a post office or any (government department)
on a given period of time.

Always n - o FERPIEN

e A1*
P(X) = { £ X=0123,.
0 0.W.

Discrete Poisson distribution ~ x ~ Po(4)

A :itis a parameter of distribution.

pmf Yy oPX) =1

o0

~Ayx 2 x 1 32 43
e A A A A
Q= Y e gyl = et =0

x=0 x=0

Ao muail P> 00y n > oo e Poisson @) ) Binomial g st dassd sl g
1 1 IS 5530

A=nP
d\yﬂ\‘_guﬁjﬁemm A @C\Jwyﬁm‘:’u}’&ﬁ}

Ex) Suppose that 3% of the items made by a factory are defective. A sample of 100
items is drawn at random. What is the probability that it will contain exactly 2
defective items? Using

a) Binomial Distribution ; b) Poisson distribution
Soh)P=003 , g=1—-P=097 , n=100
a) P(X=2)= C;° (0.03)2(0.97)°8 = 0.2251



b)A=nP = 100%0.03 =3

—39X —392
P(x=2)=¢ xf =23 = 0.22404

2!

Ex) The average of claims filed against an insurance company is 2 claims per day.
What is the probability that on any given day:

1- Exactly one claim is filed against the insurance company?
2- No claim is filed against the insurance company?
3- Exactly three claims are filed against the insurance company?
Sol)
1- A =2 {average number of claims per day }
X =1 {exact number of claims filed }

According to the Poisson distribution:

-A9x
P(X) = {e £ X=0123,.
0 0.W.
—-291 —2*
P(Xx=1) == E2E0 2= 027067
—290
2- P(X =0)= = = (2.71828)% = 0.13534
e~223 8
3- PIX =3) = S5h = —— = 0.18045

Ex) A student makes, on the average, one typing error on each page, what is the
probability that the student would make exactly 2 typing error in a 3-page term
paper?

n*P =A1=3 (Average number of typing errors per 3 pages)
X =2 (Exact number of typing errors in a 3-page term paper)
According to the Poisson distribution:
nx*xP=3x1=3
v x ~Po(A=23)



e—33x
P(X) = { x! ' X - 0;1,2,3,

0 0.W.
e 332 9
P(X=2)= 20 2+(2.71828)3 0.22404
2.5- Geometric Distribution: il a5l

Suppose that independent trials, each one having a probability (P) of being a
success, are performed until the first success occurs. If X denotes the number of
trials required, then:

Jll Y glaasie e plad Alla gl Jgems o I il @Y Jiag

P(X) = {Poqx ;X =0'0‘;:.,2,3, L pyg=1
Discrete Geometric distribution  x ~ Ge(P)
P : it is a parameter of distribution.
To show that P(X) is P.m.f. Lgiie e dywia ) e

JJJJ\

0 (0] (0] 1
ZP 2 Eq =P[1+q+ qg*+q3+- =P[—1_q]
x=0 = x=0

-

s alha

IS @Y el axe Y glaall apan AV Al (S5 Ll

N

Y =X+ 1l 2nil ol

Jaall Y slaall sae

- X=Y—-1 where Y ~ Ge(P)

y-1 . _
» p(r) = { P ;Y =123
0 o.w.



Ex) If the probability that a person will believe a rumor (4=Lal) about the retirement
(x=\&) of a certain politician is 1/3 , then the probability that the fifth person to hear
the rumor will be the first one to believe it is.

Sol)

_ _ x-1 —12y5-1 _ 16
P(X=5)= Pq*" =:()) e

Ex) If the probability of the birth of a child with a defective heart in a special
hospital is 0.07, then the probability that the 10" child born in the hospital is the
first one which has a defective heart is:

Sol)
P(X =10) = Pg* 1 =(0.07)(0.93)° = 0.036428

Ex) The probability that a man hit the target is 5/6.
I) If he fires 5 times, what is the probability that he hits the target 4 time?

IT) What is the probability that he will hit the target for the first time at his sixth
shot?

Sol)

) X~b(n=5,P=2)
P(X =x) =CP P*q"™ = C§ (D*(D°* X=012345
5 1
PX=4=C Q'O =

1) X ~Ge(P =2)

P(X = x) = Pq* X=0123,..
5, /1
PX=5=0Q0)°
Or

P(X = 6) = (Z)(%f—l A Al Yy



Ex) Assume that you toss a coin until you get the first head. What is the p.m.f. of
this experiment.

Sol) X ~ Ge(P =)

P(X) = Pqg* = (1) (l)x . X=0123,..

2 2

What is the probability that you will get the first head at the third trial?

X~Ge(P=3) ; X=0123 Jal ¥ s
P =) x=0123

P(X=2)= G) (1)2 sl Y glae sae

2

P(Y) = (%) (%)3_1 LI @Y gladl sae i

:A\LA»LA

= s a il b a1 Qle) A (until) s (first) 2l e Jsad) o) sial dls

Ex) Let X, Y two random variable with binomial distribution with parameter (2,P)
and (3,P) respectively, if P(X = 1) = 0.75, find P(Y = 1)

Sol)X ~b(2,P) , Y~b(3,P)
PX=1)=1-P(X<1)
=1-P(X =0)
v P(X =1) =0.75
- P(X=0)=1- 0.75 =025
- P(X=0)=C§ P°q* %= q¢*
~q*=025 - q=3025=05
“p+gq=1 - P+05=1= P=05
2w PY=21)=1-P¥<1)=1-P(¥ =0)
=1- C2(05)°(05)3 =1- (0.5)3
= P(Y >1)=0.875



&ﬂ;\ﬂﬁ)ﬂ\@&\b\}é}&d\wﬁﬁwc;\ay@};hby6jc\f;¢\)55écg)3¥éjm -
Sasl ) P f Allaia) Al o Le (il iny Ja) o5l sl )5 2l

X~Ber(P=15—8) S X=01

P(X) = Prq1~F
9&4)}’3}\ (kYA P.mf‘;%ucfahbfajsg._\w(ﬁ\l‘\ B S 18:\1995}3;3&}3.\;4 -
X~Un(n) ; X=123,..,18

1 1
PO=0=%
Bed P f ol o5 S 18 (o AlSl ol jSh sae () Lle (3 gaiall o <l S 5 G &l S (5 5y (3 50k -

Qc.s‘)jﬂ\

Ol o) yaadl ol KU Jiad X cailS 13l g
n X N—X 5 5 X 13 5—x
P(X =x)=C! P*q = C; (1—8) (1—8) X=0,12,34,5
sl aVla Jia X o) G Aol Al 86 jea 3 S gl e Jsanl) 5 -
X ~ Ge (P - %) S X =0123, ..

P(X) = Pg*

Ex)let x~ Po(Ad),and P(X =1) = 2 P(X = 2); Find the value of 1
Sol)

e~ Axx
P(X) = { x! , X = 0'112;3; LLL)
0 0.W.
-1 192
PX=1)=2PX=2)= el'l :26’2I’1

= e 1= %)

e~

= A= le



Some Continuous Distribution
3.1) Uniform Distribution:
A r.v. X is said to have uniform distribution in the interval [a,b] if its p.d.f.
( probability density function) is given by:

f(X)={$ a<X<bh
0

Where (a) and (b) are real constants with a < b . the graph of f(X) is shown

0.w,

n

/K k"
o
\

Continuous Uniform distribution  x ~ Uc(a, b)

a, b : are the parameters distribution.
:d::;)m

cosl Ll en @il deles x ~ Ud(n) saalsdele Sl o sing alaiial) alsiiall o ) 5l

Jiai g5 5l ddlaa o Wle @, b g5l ddas x ~ Uc(a, b) Osielas e 5 siny satusall latidl)
Lol a< X <b osiy@

To show that £ (X) is p.df then: [ f(X)dx =1

b 1 1 b 1 b- .
fandx= Efadx=E(X|Z= ﬁ=1 AN Pdf

The distribution function (D.f) or F(X) is given by:
FO = 7, f(®)at

Then
1 1 1 -
FOO = [popdt =5 [l dt = g (i = o=
0 X<a
fFX) =4 = a<X<bh

1 b<X
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3
1. P(X<3)= fﬁm Jx v
| ® 1o I :
e P(X>g)= [,[‘m J:( 5/!0: II
§ ] :
|
8 l
3. PR CX<8)= fﬁtu dx ¥ ¥l e 4
3

L rl.x) W
4. p (Hl@g) = P (.F-?(K;E):f(—l(x<o).‘. plecxs &)

2 o4 [ g dx

Ex
/ X ~Ue (~a ,a ) ; chsnh_%‘_;,\—':nd M Consfrat A 7

(5“7/ ;u‘r \ _ ‘-—-;—‘—- T
beq Re(~a) 2q
| ; | l J_(l )
I L L ——— ) sl ta)= L
"_£ Za clx.. 7 > 2.4 CX!K 7 = Za
B e i i L SN R | __-5 L
$ ?_q't' 2. “:z >’L¢._‘ ? 2 =b—?-—q~—7—-— .—_-.> G\_.—_‘_-

Ex) Buses arrive at the bus stop at 10-minute intervals, starting at 6 Am that is
arrive at { 6, 6:10, 6:20, 6:30, and so on }, if a passenger arrives at the bus stop at
a time that is uniformly distributed between 6 and 6:20 , Find the probability that he
waits for:

1) Less than 7 minutes for a bus?
Sl ) e

2) More than 4 minutes for a bus?
Sol) \6 , 6:10 6:20%:30 ,

|

1

) = {5 0<X <20
0

o.w.



1) SE7 e B ki Coguw SN il ()
6:3—->6:10 or 6:13 - 6:20
P(3<x<10)+P(13<x < 20)

10 20 10 1 20 1
Jo fedx+ [ f(x)dx = [, —dx + Jis == —~d

[7+7] 2=L=07
20 10

a G 4 e SISt Cigas SIS il
6:0—->6:4 or 6:10—- 6:14
PO<x<4)+P(10<x<14)

jf(x)dx+ ff(x)dx— f—dx+ f_dx_

~[4+4]===2=04
20 20 10

Or PO<x<4)=F0b)—F(a)=F(4)—F(0)

3.2) Exponential Distribution:

x =—[(10 - 3) + (13 — 20)]

[(4—0) + (14 — 10)]

A r.v. X is said to have an exponential distribution if its p.d.f. ( probability

density function) is given by:

X

0 0.W.
Or
—-0x <
foo = {7 0=X
0.W.
Where 6 >0

Exponential distribution  x ~ Exp(0)

0 : is a parameter distribution.




To show that f(X) is p.df then: [ . f(X)dx =1
oj

The distribution function (D.f) or F(X) is given by:

F(X)= [°, f(t)dt
Then

_x 100 X _x X _0
e dezgje 8dx=—(e 9|5 = —(e 6 — e 0>=—(0—1)=1
0

| -

X X

t t
F0 = [ihebae = s = ~(eF 1) =1- o7

0 X<0
SF0={0
1— e o 0<X
Or
0 X<0
F(X):{1—e—x9 0<X

Ex) The mileage ( 4e shidll 43Ludll ) ('in thousand of miles ) which car owners ( <l
3_lwall) get with a certain kind of tyer is r.v. having an exponential with 8 = 20 .
Find the probability that one of these tyers will last ( 52 5 Jesty):

1) At most 12000 miles
2) Anywhere from 18000 to 24000 miles

Sol)
Let X denote the mileage of this tyer ( in 1000 miles )
X X 12 0
HPX<12) = folz%e_ﬁ dx = —(e 2|}¢ = — (e_ﬁ — 6_5) = 1-—e706
= 1-0.549 = 0.451
24 1 X _x _24 _18
2)P(18< X <24) = f18 7€ % dx = —(e 20|28 = — (e 20— ¢ 20)

= —(e"12 — ¢799) = —(0.301 — 0.406) = 0.105



3.3) Normal Distribution:

The r.v. X is said to have an Normal distribution if its p.d.f. ( probability
density function) is given by:

1
f(X)={ma“ ’ TS A <
0

1 x_ﬂ)Z

Normal distribution ~ x ~ N(u, 02)

u, o2 : are the parameters distribution.

Nots:

1)If x ~N(u,02),then Z = % is standard normal variate with

Mean= u=0 & wvariance=¢*=1

~ x~SN(0,1)
2) the P.d.f of the standard normal variate Z is given by

_lZZ

1
f(Z)—Eez —oo < /Z < oo

And the corresponding distribution function @(z) = P(Z < z) is
given by:

0(z) =P(Z<z)= f_Zoof(u)du = ffm%e_%uzdu

Or



The value of @(z) for Z = 0 are given in table of the standard
normal distribution.

(ol mnlall sl Ailan ) Jlaall e B(Z) A e Jsanl) oy )

Pla<Z<b)= f:\/%_ﬂe_%zzdz
Or
Pla<Z<b)= @(b)—0(@) for a<b
Note:
@(z) = P(Z < z)
Pla<Z<b)= @(b)— 0(a)
“P(Z<—-a)=P(Z>a)=1-P(Z<a)=1- @(a) = 0(—a)

e P2<Z<31)=03.1)—-02)=0.999—-0.9772= 0.0218
e P(Z<-056)=P(Z>056)=1—P(Z<0.56)
=1-0(0.56) =1—0.7123 = 0.2877

If x ~ N(u,0?), the distribution function of X can be expressed as:
F(a)=P(X <a)
. . o X—U _a—u
~F(a)=PX<a) _P(T<T
_ a—p\ _ L ,a—p
=P(Z2<%t) =0t
Ex) x ~ N(4,25)
_ X—p _ 6—u\ _ 6—4\ _ 2\ _
1)P(X<6)_P(T<T)_P(Z<T)_P(Z<§) = P(Z < 0.04)
= 0(0.4) = 0.554




2)PB<X<5) =P (Ll 2N
=p(%<2<55;4)= P(—0.2 < Z < 0.2)

= 0(0.2) - 8(=0.2)
= ¢(0.2) = [1 - 0(0.2)]
= 0.5793 — [1 — 0.5793] = 0.1586

Ex) x ~ N(3,9)

DP(X>0)=1-PX<0)=1-PEL<=t
=1-P(Z<Z)=1-PZ<-1=1- 9(-1)
=1-[1- 6] =1-1+0(1) = @(1) = 0.84134

2)P(IX=3]>6)=1— P(]X-3|<6)=1— P(—6<X—-3<6)
=1— P(—6+3<X-3+3<6+3)

—1- P(—3<X<9)=1—P(_30_”<x_“<9_”)

g g
=1—P($<Z<?)=1—p(—2 <7 <?2)

=1-[02)-0(-2)]=1-[0(2) - (1—-0(2))]
Ex) x ~ N(25,36) ;
P(]X — 25| < ¢) = 0.9544 ; Find the value of c.
Sol)
P(~c<X—25<¢)=09544 — P(—c+25<X <c+25)=09544

> P ((‘”25)_“ < XK < (”2;)_“) — 0.9544

(0} o
(—c+25)—25 (c+25)—25\ _
S op (—6 <7< ) = 0.9544



- P(F£<Z<%)=09544

“Pla<X<b)=0(b)—d(a)
o (g) iy (‘?C) — 09544 — ¢ (g) _ [1 _ ¢ (g)] = 0.9544

1.9544
2

~20(5)-1=09544 —>20(5)=1+09544 >0 (%) =

S0 (%) = 09772 = ¢(2)

-p(5)=0@ - <=2 =c=12

A.L;vux

Ol 32 s A il g S Ll galall 55l () cpaall (U8 w55 o g (S
Ladie @llh g (1) Jamall 2layy clas.ud\

n--oo & P-0
n, P Sldaally oasd) S &y 555 855 2ie (el a5 i) Glalas o J peasd) (S
{u=nP ; o0%=nPq}
x ~B(n,P) %» x~N(u=nP, 62 =nPq)

Where

Ex) A fair coin is tossed 20 times. Determine the probability that the number of
heads are:

1- 14
2- Between 14 and 16 inclusive, by using:
I) Binomial distribution.

II) Normal approximation to the Binomial distribution.
9



Sol)
1
D x~B(20,3)
1-P(X =14) = ¥ HM(3)°® = 0.3696
2-P(14 <X <16) = P(X = 14) + P(X = 15) + P(X = 16)
1 1 1 1 1 1
= Cf} QYR+ DPE)°+ Y O*R)*

= 0.0563

I) x~N(u=nP, 02=nPq)

X ~N(20%=, 20 %= x2)
2 2 2

x~N(u=10, 62=5)
1-P(X = 14) = P(13.5 < X < 14.5)

13.5— —u _ 145-
_ P( b XTH u)
o o o

13.5—10 14.5—10
—P( 7 </Z< 7 )

=P(1.57<Z<2.01
= ¢(2.01) — ¢(1.57) = 0.032
2-P(14 < X < 16) = P(13.5 < X < 16.5)

13.5—-10 16.5—10
=P ( T <Z<—%)

=P(155<Z7Z<29)
= @(2.9) — ¢(1.55) = 0.0564

10



Generating Function
Bl gall Al
4.1) Mathematical Expectation: alk ) A8 gl
Expectation of a Discrete Random Variable
* Definition:

The Expectation of a discrete random variable X having a p.m.f. P(X) , 1s
denoted be:

E(X) = XX P(X))

Properties:
1-If X 1s adiscrete r.v. with p.m.f. P(X) ; then for any real — valued function

Y =g(X)

E(Y) =E(g(X)) = £g(X) P(X)
2- E(c)=c
3-  E(cx) =cE(x)
4- E(x+c)=Ex)+c
5- E(cx+ by) = cE(x) + bE(y)

il

—00 < E(X) <00 Al gl A go dagd 28 5il) A 220 ol Sy

Expectation of a Continuous Random Variable
* Definition:

The Expectation of a continuous random variable with p.d.f. f(x) ,is
denoted be:

EX) = fjooox f(x)dx

Let Xbe ar.v. with p.d.f. f(x) in the interval [a,b], then:

EX) =E(g(0)) = [} E(g(X0) f(x) dx



Ex)

P(X) = {

S alr

Find the following:

X=12345,6

0. Ww.

EX), E(X?), EX*), E(3), E(X+4), EQ2X—1)?

Sol)

E(X)—ZXP(X)—[1*—+z*%+3*-+ +6*—]

=-%21 =

e O\Ir—t

Or

gx) = X?

2

6

[1+2+3+-+6]=

6(6+1)
2

7
T2

E(X?) = ig(x)P(x) _ 2x2%=%ixz

1 6(6+1)(2x6+1) _ 91

6
x=1 x=1
6 6
E(l) le() 21 1
— ) = — = — % — =
X x X6
x=1 x=1
And
1 1
E(})iﬁ

EX+4) =EX) +4=2+4="

6
EQRX—-1)?= ) 2X—-1)*P(x) =

Or

— =15.1667
6

1[6(6+1D2*6+1)(3*6+3%6—1)
6| 30
it 11 +1]
611" 2" 3 6



E(4X2 —4X+1) = 4E(X?) —4E(X) + 1

=4+ () -4+ D+1
Ex)
FOX) = {% 2<X<4
0 0.W.
Find :
E(X), E(X?), E (%) E(X +1), EQ2X — 1)?
Sol)

%) 4

1 1 1

—00 2

%) 4

1 1 X3 56
E(X*) = szf(x)dx—sz dx == (—|3=—
2°3 6
o 5
oo 4
El)—jl()d—jlld—lLX4— .
X/ Xfx X = X 2 X—Z(Tl|2— E(X)
oo 5

EX+D=EX)+1=3+1=4
EQX —1)2=E(4X? —4X +1) = 4E(X?) —4E(X) + 1

_4*( ) 4% (3)+1=63.67

Ex) A dice is thrown once, where X will represent the money that a person wins or
loses, as follows:



/\ .)}\' f\:z\_»,.t- _‘?_L\(\ \D,;"_-’\\L/')..»:_P‘)_;U\ )

\ Vg i\

2 Yé T2 Exy= (5 o) Sl
2 /4 3 Exz= (Tr D asre a0
1 %5 -4 E-(x):_(ﬁ,,\_l,,\g’/ )52 rf-‘)u"-y"
5 Vé i+ 3
é /6 - £

Sol)

E(X)=§:XP(X)=[%1+E 3 -4 3 -6

1
— I — —_ = - 3 e
67576 et 2

Ex) A box contains 4 red, 6 white and 8 green balls. If a red ball is drawn, he will
win 3 dinars, but if a white ball is drawn, he will win 2 dinars, note that the person
expected that he would get nothing, i.e., E(X) = 0, what is the value of k If he is
drawn a green ball?

LJ).;.»;\)AABJS&_\M?S\J}A‘;\JAAAQ\JS8c;@&‘ﬁ6c;\ﬁ@\ﬁ4é&@ﬂaﬂé‘jm
giécd}a;eqcé)ﬁuasfﬂ\o\wsc&J&wd@ﬁd}uc@gﬁﬁw\ﬁju\ﬁ\jd3@ﬁ
¢ o)y 5 S an il kdad A i ¢ E(X) = 0 ) gl e

J‘;’L‘M s | PLx )

FL IR %S —— ECx):tX\aLx) ‘
‘r\@ L 5/\8 6 =3 x AL 4 lx.é.+r[x_53_.
S Y = -3
Ex) If we have :
6X(1—-X 0<X<1
f(X)={ (O ) 0.W.

Find :  E(X), E(L)

1-X

Sol)



00 1 1

E(X) = j X F(x)dx = jx 6X(1—X) dx = f 6(X2 — X3) dx =

—00 0 0

x3 x* 1 1 1
:6———1=6(———)=—
(3 4|0 3 4 2
(o) 1 1

E(ﬁ)= j%f(x)dx=f%6X(l—X)dx=f 6X dx =

0

-oi=6()- s

4.2) Variance: Gyl

Definition :
The Variance of ar.v. X is denoted by V(x) or 6%(x) and is defined by:

V(x) = o?(x) = E[X —E(X)]* = EX?) — [E(X)]?

~ E(X) = u, = mean
or E(Y) = p,
o(x) = /o?(x) standard deviation

Proof:
V(x) = E(X — E(X))?

v EX) = py
AV(x) = EX — u)? = E(X2% = 21, X + 1,2

V() = E(X?) = 2uE(X) + py?
V(x) = E(XZ) - 2.ux2 + .“x2 = E(XZ) - .uxz
= E(X*) —(E())?

Where



Foo= L_xpw)| ExM =)0 x*eu)
% X ‘ v X
oo

£ 1x) - f-x fuy dx A, -_-fxzﬁtx)o/x

— 0o

We know that 62 > 0

~ E(X?) = (E(X))?

it s of = E(X?) — (E(X))?
= <A = E(X?) — (E(X))?
“ A+ (E(X)?2 = E(X?)

E(X?) = (E(X))?

And we can write
E(X?) = E[X(X — 1) + X]
=E(XX-1)-EX)

Ex)
1 X=1,23
P(X)={6 - )&y
0 0.W.
Find: V(x) , E(x)
Sol)
E(x) ZXP(X) b b2 e 3sn e (1 42+3) = ss6=1
= = * — * — ¥ — == =—=%0=
x 4 6 6 6 6 6
X

V(x) = E(X?) — (E(X))*

EX®) = ) X P(X) = 17 22l 43t = (1 44+9) = =
S = = * — * — ¥ == — = —
6“6 "6 & 6
Vx
g1 8
V=g -T=g-1=g



Ex)

FX) = {% 0<Xx<1
0 0.w.
Find: V(x)
Sol)
o 1
1 X? 1/1
o o
0o 1
E(X?) = szf(x)dx—szl dx—%(X?hl, =%
o 4
V) = BU) — B =5 — ()P = x— = = o
6 4 6 16 96

Properties of variance
1- V(c) =0 where c=constant
2- V(cx) = c?V(x)
3- Vix+¢) = V(x)
4- V(cx ¥ b) = c?V(x)
5- V(z) =1 where

z=% - V(Z)=V(%

= SV —w) =5V

1. 2 _
=—*0 =1



4.3) Moments:

The r-th moment about the origin is denoted m,. , if it exists it is defined as:

Discrete:
m, = E(XT) = ZXrP(X) ; r=123,..
Vx
Or
Continuous:

m, =EX") = j X" f(x)dx

The r-th central moment about the mean m = E(X) , is denoted by p,. , if it exists
it is defined as:

Discrete:
u = E(X —m)" = Z(X —m)"PX); r=123, ..
Vx
Or
Continuous:
b =BG =m)T = [ (X =m)” fydx
Note that:

If r=2, then uy, =EX—m)? = E(X —E(X))? =Var(X)
The standard deviation of X is denoted by o , and is defined as: o = /Var(X)

Ex) Let X be ar.v. with a p.m.f. given by:
x | 0 1 2 3|
P(X =x) ‘ 1/10 2/10 3/10 4/10 ‘

Find: m,,m,,m,,4 — th central moment u, = E(X —m)*



Sol)

ot m 50 =3 000 = (00 8+ (12 2 2)+ 5+

=20 _9

10

r=2, E(XZ)

S (o (B2

= the 4 — th central moment about the meanm; =2 =m
f oy = EX —m)* = E(X —2)* = z(x _2)P(X)

= (0 - 2)4( )+(1—2)4( )+(2 2)4( )+(3—2)4( ) 2 _22

10

Ex) Let X be ar.v. with a density function:

FX) = {% 0<X<bh
0 0.W.

Find: my,m,, Var(X) , the 3-rd central moment and the 3-rd moment.

o b

1 1 X? b

r=1, m=E0 = [ Xf@dx= [ X+5 dr=5 1
J )

1 b? b
=, GT0=;



0o b

11X
r=2 ., m=EX) = [ Xf@dx =[x dx= 7GR
oo 0
1 b3 2
=, GT0=5
Var(X) = E(X - E(X))" = E(X?) — (E(X))? = m, — m?
_b®_ (byz _ b®_ b%_ 4b®-3b% _ b*
B (2)_3 4~ 12 12
b h*
E(X —m)3 E(X b)3 j(x b>3 L —(X_i) b
= — = —_— = —_— * — =
M m 2 2) b b o
0
Y LA
apl16 16
o b
1 1 X4 b
=3, my =B = [ Xfedx = [ X0 xg dr=p G R
b b4
oo 0
1 ,b* b3
=G 0=
4.4) Moment Generating function: a9 el 34 gal) A1l

The moment generating function (m.g.f.) denoted by m,.(t) forar.v. X is
defined to be the expectation of the exponential function e'* |, where t = all real
numbers.

Where
me() = E(e™) = ) e™P(X)

Vx

If X is discrete r.v. with p.m.f. P(X)



Or

[0.0)

m,(t) = E(e™) = j e f(x)dx

— 00

If X is continuous r.v. with p.d.f f(X)

We call m,.(t) the moment generating function because all of the moments of X
can be obtained by successively s e differentiating > 383 m, (t) and
evaluating the result at (¢t = 0).

Theorem:

If m,(t)is(m.gf)of X andif m; is will be defined:

k

m¥(0) = Pr: My (t) =0 = My
t

Or the relation between ( m.g.f) and moment , we know that
m,(t) = E(e™)
m,(t) = E(xe"™)
m,(0) = E(xe®), t=0
Hence
m,(0) =E(x 1) = E(x) = m; = mean
- my(t) = E(x?e')
m,(0) = E(x?e®) = E(x?) =m,
- my () = E(x*e™)
m,, (0) = E(x3e%) = E(x3) = ms,
In general, the k-th derivative of m, (t) is given by:
mk(t) = E(x*et™)

mk(0) = E(x*) = m,,, k-th moment.



Another way to see the derivative of m,(t) is by taylor series expansion of e'*:

my(t) = E(et) = E (Z (tf!)l)
i=0

2 3 4
=E(1++ &+ 84 By )

= [ 2! 3! 4!
= [1+tm1+t2 T2 pog3 2y gt ﬁ+---]
2! 3! 4!
, 2 3 2 4 3
Emy(e) = my+ Ry TRy g

my(0)=m;+ 0+ 0+ 0+

» m,(0) = m, first moment.

. . 6t ms 12t%2m, 20t3msg
me(t) = my + =24 Tt T

my(0)=my;+ 0+ 0+ 0+
~m,(0) = m, Second moment
It is easy to see that:

m¥(0) = m,, , k-th moment.

Ex) Find the m.g.f. of X when

0<X<6¥6
0.W.

fm=F
0

Sol)
6

oo

1 1
me(t) = E(et) = j et (x)dx = j e dx =

0

— 00

1 (etQ _eo) _ %(ete _1) m.g.f

Y
my(t) = my = E(x) ; my(t) = m, = E(x?)

2 3 4
1+ tE(x) +¢2 Z80 4 ¢3 E&D 4 e B

]



2 Var(X) = E(X — E(X))" = E(X?) — (E(X))? = m, — m?

Ex) A fair coin is flipped twice, let X be the number of head that occur, then:
S ={HH,HT,TH,TT} and:
x | 0 1 2 |
P(X =x) ‘ 1/4 2/4 1/4 ‘

1-find the moment generating function of X .
2- find the u,, and o?
Sol)
1- mu(6) = E(e™) = Zyxe™PX)
—et0 Ly ot 2y pt2, 1
4 4 4
wmy(t) = i + %et + ieZt

1
2

2t

2- my(t) = 0+ et +2e2 = Zeb 4 =e

i
2
m,(0) = %eo +%ez*0 =%+% =1
s me(0) =1=my =EQ) = py
m,(t) = %et +§eZt = %et + e?t

3

-~ m,(0) = %eo+ez*0 :%4—1 =

' 3
mx(O) = E = m, = E(xz)

w0l = E(x?) — (E())? = my — m?

. 2 _3 2 _ 3 _1
..o'x_——l =_1==
2 2 2



